Kế hoạch thực hiện:

1. Mục tiêu:

* Chỉ ra sự khác biệt giữa phương pháp finetune Lora và finetune truyền thống, ưu nhược điểm của từng loại.
* Sử dụng các train/finetune tools, thư viện có sẵn để giảm thiểu thời gian, tài nguyên cần thiết khi train. Code được viết trên file notebook và được chạy trên Google Colab.

1. Kế hoạch chính:

* Giai đoạn 1: Tìm hiểu Finetune và Lora (2 tuần)(Kết thúc vào Chủ nhật 20/10/2024):
  + Lý thuyết
  + Nguyên lý hoạt động
  + So sánh 2 phương pháp
  + Làm PPT và chỉnh sửa sơ bộ
* Giai đoạn 2: Tìm hiểu sơ bộ về SD và cách finetune Lora SD (2 tuần) (Kết thúc vào Chủ nhật 03/11/2024)::
  + Stable Diffusion là gì? Lý thuyết ngắn gọn về nó.
  + Cách finetune Lora của SD như thế nào? Sử dụng repo finetune tool nào để thực hiện?
  + Triển khai code và fintune tool trên Google Colab và thử nghiệm các thông số finetune model sao cho hợp lý.
  + Sử dụng Repo có sẵn để demo, giải thích sự khác biệt với finetune truyền thống (ở SD là DreamBooth).
* Giai đoạn 3: Tìm hiểu sơ bộ về LLM và cách finetune Lora LLM (<10B)(Kết thúc vào Chủ nhật 01/12/2024):
  + LLM là gì? Lý thuyết ngắn gọn về nó.
  + Finetune Lora LLM như thế nào? Sử dụng repo nào để thực hiện? Chọn loại LLM nào để thỏa mãn tiêu chí: dưới 10B (phù hợp với tài nguyên phần cứng có trên Google Colab), phổ biến và có điểm số evaluation tốt (MMLU, Hellaswag,GPQA,…), có format Dataset dễ tìm hiểu và sử dụng (Alpaca, ChatML,Raw text…)
  + Triển khai code và finetune tool trên Google Colab và thử nghiệm các thông số finetune sao cho hợp lý và tối ưu.
  + Demo theo 1 trong 2 hướng hoặc cả 2 nếu có thể:
    - Finetune model bằng dataset đã được DPO(Direct Preference Optimization), sau đó evaluate điểm số, benchmark để chứng minh sau khi finetune LLM model bằng Lora và DPO dataset giúp model trở nên thông minh hơn.
    - Finetune model bằng raw text dataset (tiểu thuyết, truyện, báo,…), sau đó sử dụng model để tạo ra đoạn văn bản, so sánh sự khác biệt giữa model đã được finetune bằng Lora và model gốc.
* Giai đoạn 4: Tổng hợp lý thuyết và chỉnh sửa PPT.
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